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Figure 1: An illustration of different levels of contrasting methods,
where G-G means graph-graph, N-G means node-graph and N-N
means node-node contrasting level. We only show how a positive
pair looks like, where the central node of subgraph is surrounded by
a black circle. The number on nodes corresponds to their indices in
the original full graph, and the color represents their labels.
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Figure 2: The overview of our proposed method: RoSA. The input is a series of subgraphs sampled from a full graph, where different random
walk views from the same central node are recognized as positive pairs and views from different central nodes are treated as negative pairs.
Then the subgraphs are fed into the encoder and projector to obtain node embeddings for contrasting. The self-aligned EMD-based contrastive
loss will maximize the mutual information (MI) between positive pairs and minimize MI between negative pairs, guiding the model to learn
rich representations. Besides, introducing adversarial training into this workflow enhances the robustness of the model.
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g-EMD:
X € RMxd Y ¢ RVxd

for each node x; € Rd, it has ¢; units to transport, and
node y; € R< has r; units to receive. For a given pair of

nodes x; and Y the cost of transportation per unitis D;;, and
the amount of transportationis I';;.
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where t € RM and r € RY are marginal weights for I" re-
spectively.
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The set of all possible transportation matrices I' can be de-
fined as
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i o’

regularization term
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The weight represents a node’s contribution in comparison
of two views, where a node should have larger weight if its

T = diag(v)Pdi 7 . o .
B sag(v)Pdiog(w) 0 semantic meaning is close to the other view.
where P = ¢~ P, and v, u are two coefficient vectors whose T Zj 1Y
: ! t; = max{x; - .0}, 9)
values can be iteratively updated as N
T = max{yT Z ﬂ;r = .k

g-EMD(X,Y,S) = (T, D)5. (10)
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—— HY deco where s(x, y) is a function that calculates the similarity be-

' - o tween x and y, here we use 1 — EMD(x,y) to replace
s(x,y); 1 is an indicator function which returns 1 if ¢ # k
0 — otherwise returns 0; and 7 is temperature parameter. Adding

all nodes in V, the overall contrastive loss is given by:

Vs ety . %i [g (Zgﬂ,Zgﬂ) g (zgi)?zgz‘))] . (12)
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where ), w are the parameters of encoder and projector, I is
data distribution, Z; = Bx_ s, (ot )NBx (€) where € is the per-
turbation budget. For efficiency, the inner loop runs M times, : 1 () (i)

the gradient of 8, #;_; and w;_, will be accumulated in each ?EE(xgi} XD [H Z g?é‘%i J (Xl + 0+, X5 ) )
time, and the accumulated gradients will be used for updat- =0 1
ing #;_1 and w;_1 during outer update.| (13)

M-1
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Experiments

Method Level Cora Citesecer Pubmed DBLP
Raw Features - 64.8 64.6 84.8 71.6
DeepWalk - 67.2 43.2 65.3 75.9
GCN - 82.8 72.0 84.9 827
DGI N-G 82.6+04 68.8+0.7 86.0+0.1 83.2+0.1
SUBG-CON* N-G 82.6+09 69.2+1.3 843+03 83.8403
GMI N-N 82.9+1.1 704+0.6 848+04 84.1+0.2
GRACE N-N 833204 72.120.5 86.7£0.1 84.2+0.1
GCA N-N  83.840.8 72.240.7 86.9£0.2 84.3+0.2
BGRL N-N 83.8+1.6 723409 86.0+0.3 84.1+0.2
RoSA N-N 84.5+0.8 73.4+0.5 87.1x0.2 85.0+0.2
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Table 1: Summary of classification accuracy of node classifica-
tion tasks on homophilous graphs. The second column represents
the contrasting mode of methods, N-G stands for node-graph level,
and N-N stands for node-node level. For a fair comparison, in
SUBG-CON™ we replace the original encoder with the encoder used
in our paper and apply the same evaluation protocol as ours.
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Methods Cornell Wiscons. Texas | Cornell Wiscons. Texas

DGI 56.3+4.7 509+5.5 5690+63 | 58.1+4.1 52.1+6.3 57.845.2
SUBG-CON 54.1+6.7 48.3+4.8 569469 | 58.7+6.8 59.0+£7.8 61.1£7.3
GMI 58.1#440 529442 578459 | 69.6£5.3 70.8+5.2 69.6+£5.3
GRACE 582441 54.3+7.1 589447 | 72.3£5.3 74.1£55 69.8+7.2
RoSA 503436 55.1+4.7 603+45 | 74.3%6.2 77.1+4.3 7T1.1+6.6

Table 2: Non-homophilous node classification using GCN (left) and
MLP (right).
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Exp
Methods Flickr Reddit

Raw features 20.3 58.5

DeepWalk 219 324
FastGCN 48.1£0.5 89.5+1.2
GraphSAGE 50.1+1.3 92.1+1.1

Unsup-GraphSAGE 36.5 90.8
DGI 42.9+0.1 94.0+0.1
GMI 44.5+0.2 95.0+0.0
GRACE 48.0+0.1 94.2+0.0
RoSA 51.2+0.1 95.2+0.0

ments

i @

Ccr

CIAW CIAW*
GraphSAGE 64.0+8.5 69.7+10.1
GRACE 65.3+7.9 .
RoSA 67.6£7.0 73.2+9.3

Table 4: Node classification using GraphSAGE on dynamic graphs.

Table 3: Result for inductive learning on large-scale datasets.
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Figure 3: Abalation study on RoSA
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